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Figure 1. WIR3D produces 3D shape abstractions in the form of 3D strokes. The abstractions retain the overall shape structure and capture
texture concepts (e.g. dragon scales and watermelon seeds) as well as key salient features (e.g. facial features).

Abstract

In this work we present WIR3D, a technique for abstract-
ing 3D shapes through a sparse set of visually meaningful
curves in 3D. We optimize the parameters of Bézier curves
such that they faithfully represent both the geometry and
salient visual features (e.g. texture) of the shape from ar-
bitrary viewpoints. We leverage the intermediate activa-
tions of a pre-trained foundation model (CLIP) to guide
our optimization process. We divide our optimization into
two phases: one for capturing the coarse geometry of the
shape, and the other for representing fine-grained features.
Our second phase supervision is spatially guided by a novel
localized keypoint loss. This spatial guidance enables user
control over abstracted features. We ensure fidelity to the
original surface through a neural SDF loss, which allows
the curves to be used as intuitive deformation handles. We
successfully apply our method for shape abstraction over a
broad dataset of shapes with varying complexity, geometric
structure, and texture, and demonstrate downstream appli-
cations for feature control and shape deformation.

1. Introduction
In this work, we explore whether it is possible to abstract a
3D shape into a sparse set of semantically-informed curves.

A key challenge lies in finding a sparse set of curves that
best represents the shape’s visual features. We use this term
deliberately, to encompass both the geometry and texture
features which are salient to humans. This problem can-
not be solved with surface analysis alone, which focuses on
low-level geometric contours. Our task is much broader, in
that we wish to capture high-level concepts, visually salient
geometry, and textures (e.g. Fig. 1).

Existing works have dealt with the problem of com-
puting occluding contours for non-photorealistic rendering
[5, 29, 31]. Occluding contours relies entirely on surface
analysis, which is subject to the aforementioned limitations.
Furthermore, occluding contours is a 2D representation,
while we specifically seek a view-consistent, 3D representa-
tion. Occluding contours is view-inconsistent by construc-
tion, which results in the commonly observed flickering ar-
tifact when rendering dense views of a 3D shape [21].

Our objective is to abstract visual shape features into a
sparse set of 3D strokes. We optimize the parameters of a
set of Bézier curves as our stroke representation, where the
number of curves determines the level of abstraction.

We show a motivating example in Fig. 2, where we ab-
stract a cylinder with a partial texture, and compare against
a naive solution of back-projecting 2D occluding contour
curves. The naive solution calculates a geometric contour
at each view (inset), backprojects the result to 3D curves,
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Figure 2. Motivating example. Abstracting even a simple shape like a cylinder is nontrivial. Rendering the contours of the cylinder
(inset) results in a static image from every view, removing any sense of 3D volume. Backprojecting these contours into 3D results in a
dense cluster of lines spanning the body of the cylinder, which is both non-sparse and unsatisfying aesthetically. In contrast, our method
effectively abstracts the 3D geometry of the cylinder with a few strokes along with the texture.

and aggregates across all views. The naive solution only ac-
counts for the cylinder geometry in a view-dependent man-
ner, resulting in a dense body of strokes. Importantly, the
naive solution cannot handle the texture at all.

Our solution represents the cylinder volume with sparse
vertical curves. Different views of the shape are visually
distinguished, yet the cylinder’s overall geometry is consis-
tent and clear from any given view. Our method also pre-
serves the high-level pattern of the texture.

To achieve our sparse and visually salient abstraction, we
leverage spatially-conditioned semantic supervision by uti-
lizing the intermediate activations of a 2D pre-trained foun-
dation model (CLIP [47]). Our choice of model is justified
by prior work demonstrating CLIP’s strong performance in
tasks requiring high-level abstract understanding across dif-
ferent modalities [16, 18, 60]. We observe that both differ-
ent layers and architectures enable different levels of control
over geometric and texture elements of the shape and thus
split our optimization into separate geometry and texture
abstraction stages.

Our spatial conditioning comes from 3D keypoints,
which determine the weight that specific visual features are
given in our abstraction. The keypoints being in 3D ensures
their multi-view consistency and also enables fine-grained
user control over the resulting abstraction. We show in
Fig. 9 an application where users can iteratively add detail
to the abstraction through selecting keypoints correspond-
ing to salient features.

We further encourage curve adherence to the input ge-
ometry using a neural SDF loss. The surface compliance
enables an application where the curves can be used as in-
tuitive deformation handles for the shape. We demonstrate
this application in Fig. 8 and the supplemental, where our
curves’ effectiveness as control handles stems from their
alignment to semantically meaningful regions of the surface
and texture.

In summary, we present a novel technique for abstract-
ing 3D shapes through a sparse set of visually-informed
3D curves. WIR3D can abstract a myriad of shapes from
different domains with various visual concepts, geometric
structures, and textures. The abstractions are sparse yet ef-
fective and maintain high fidelity across arbitrary views.

Our novel localized weighting framework enables interac-
tive user control over the features represented in the abstrac-
tion, and our adherence to the input geometry allows for the
curves’ use as intuitive deformation handles. We encour-
age the reader to examine the supplemental material, which
contains 360-degree videos of our results and an interactive
demo of the deformation application using our optimized
curves. We plan to release the code for the method and pro-
posed applications in the near future.

2. Related Work
Shape decomposition. Shape decomposition is a long-
standing problem in 3D geometry analysis, where the goal
is to represent the shape by a set of elements, such as primi-
tives [34, 53, 57, 65], convex parts [12, 24, 39, 44], or Gaus-
sians [19, 20]. Tulsiani et al. [57] assemble 3D objects from
cuboids and obtained simple shape abstractions with consis-
tent structure. In Cvxnet [12], the authors reconstruct a 3D
shape by a collection of convex polytopes. Paschalidou et
al. [43] extend this approach by learning the decomposition
and the parts for a set of domain-specific meshes.

This line of work aims at reconstruction, whereas our
goal is abstraction. Moreover, our method does not depend
on a dataset and is not limited to a specific domain. It is
robust to shapes of arbitrary quality and complexity.

Non-photorealistic rendering. A classic problem in
graphics is identifying visual contours from 3D geometry
to create non-photorealistic renderings. A popular version
of this problem is occluding contours [1, 2, 10, 25, 36, 48],
in which contours representing visible shape regions are de-
lineated from occluded ones. In the classic setting, visi-
ble contours are exactly defined to mean the visible surface
points tangent to the view vector. Recent efforts have aimed
at improving view-consistency and alignment with profes-
sional artists [5], and some apply neural techniques [30, 31].
While such works can successfully depict visual features
based on the shape geometry, they lack 3D consistency, and
frequently suffer from flickering artifacts [21].

A recent paper [67] and its follow-up [26] introduce im-
plicit edge fields for 3D curve reconstruction from posed



Figure 3. Method overview. In the first stage, our WIR3D learns to abstract the underlying geometry of the shape. In the second stage, we
freeze the curves from the first stage and add new curves that are optimized to represent the shape’s texture.

images. These works emphasize geometric boundaries,
which is distinct from our focus on abstraction. A high-
level abstraction may reduce a shape feature to a single
stroke (e.g. Fig. 6 chair), which is not achievable by these
methods. Furthermore, these methods cannot account for
texture features which do not induce a prominent edge map.

Curve-based abstraction. Our work is in the domain of
sketch abstraction, which aims to depict a scene through
2D or 3D curve primitives. [7, 14, 22, 37, 59]. Most prior
work is based on 2D sketch abstractions [6, 13, 15, 23, 27,
42, 45, 51, 54, 59, 60], though several works have aimed to
represent 2D images through a 3D structures by projection
along orthogonal axes [22, 38, 46]. Our task is different in
that we aim to represent a single shape from all possible
viewing directions, not simply three orthogonal views.

Another line of work aims to reconstruct fabricable 3D
wire structures from different modalities, including images
[8, 32, 33], video [62], and 3D data [4, 55, 66]. These works
are constrained by the fabrication objective, and thus do not
abstract fine-grained visual details.

A final strain of literature deals with analysis of 2D
sketches of 3D structures to identify part information and
aid in user sketch generation [17, 41, 49].

A recent work proposed optimizing strokes in 3D to
match a text description or a guidance image [69]. This
work is generative in nature (e.g. text-to-3D sketch) and
does not involve spatial nor 3D inputs as in our work. 3Doo-
dle [7] presents a technique for optimizing view-dependent
and view-independent curves to represent a set of multi-
view images. Our work is orthogonal in spirit – we aim
to use a set of view-independent curves for 3D abstraction
of an input shape, and we build our framework leveraging
the geometric and semantic shape information. Notably, our
use of spatially-driven guidance and SDF loss enables our
detail control and deformation applications.

We use a variant of 3Doodle with only view-independent
curves as our main baseline and show results in Fig. 6.

3. Method
WIR3D optimizes a set of 3D cubic Bézier curves to ab-
stract a target (potentially textured) shape from all viewing
angles. The method takes as input a 3D model and optional
user-selected keypoints on the surface. When no keypoints
are provided, we automatically detect keypoints using latent
backprojection and clustering (Sec. 3.3).

3.1. Curve Representation
Our 3D strokes are modeled as a set of cubic Bézier curves
{Bi}ni=1, with control points Bi = (p0i , p

1
i , p

2
i , p

3
i ), p

j
i ∈

R3. Points on the curve are sampled through polynomial
interpolation of the four control points

B(t) =(1− t)3p0 + (1− t)2tp1 (1)

+ (1− t)t2p2 + t3p3

where 0 ≤ t ≤ 1.
We make the same assumption as 3Doodle [7] that the

camera is sufficiently far from the shape such that or-
thographic and perspective projection are nearly identical.
Theorem 1 from 3Doodle thus applies to our method, which
establishes equivalence between the normal 3D Bézier
curves we optimize and the space of 2D rational Bézier
curves, generated from projecting the 3D curve control
points into 2D. Our pipeline renders the 3D Bézier curves
by first perspective-projecting the 3D control points, then
rasterizing the 2D cubic Bézier defined from the projected
control points (interpolated as in Eq. (1)). This process is
encapsulated by the “Differentiable Render” step in Fig. 3.
The differentiable rasterizer we use is DiffVG [28].

The resulting image from this projection and rasteriza-
tion process is Icurve = R({Bi}). We refer to target shape
renders as Itarget.
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Figure 4. Localized keypoint loss. Our localized keypoints
weight the loss between the intermediate feature maps of the en-
coded curve render Icurve and the target shape render Itarget. This
weight is obtained through projecting 3D keypoints (red), followed
by a Gaussian filter to obtain the weight map Iweight. This loss fo-
cuses the optimization on visual features local to the keypoint.

3.2. Losses
We leverage the priors of 2D pretrained image encoders to
define our semantic losses. Specifically, we design special-
ized perceptual losses using CLIP [47] and LPIPS [68] to
encourage our rendered 3D strokes to visually match the
corresponding renders of the target shape.

The basic structure of our semantic loss is adapted from
CLIPasso [59], which compares both the intermediate spa-
tial activations and final global activations between the ren-
dered strokes and the target shape:

Lsemantic =λfcdist(CLIP(Icurve),CLIP(Itarget)) (2)

+
∑
l=3,4

||CLIPl(Icurve)− CLIPl(Itarget)||22

where dist(·, ·) measures cosine similarity, CLIP is the
global CLIP encoding, and CLIPl is the layer l activation.

We find this semantic loss, however, to be lacking when
it comes to representing fine details, including textures.
Thus, we introduce a spatial weighting framework, which
directs the optimization towards specific visual features.

Localized Keypoint Loss. Our spatial weighting is based
on previous work that establishes the spatial correlation be-
tween CLIP’s intermediate activations and the input image.
[50]. Features of interest can be emphasized in these in-
termediate layers by identifying their location in the render
and tracing the correspondence to the downsampled feature
maps, hence localizing the features in the feature maps.

We assume as optional input user-defined 3D keypoints.
If no input keypoints are given then our method automat-
ically detects keypoints, as described in Sec. 3.3 and the
supplemental. These keypoints should indicate salient vi-
sual features on the input shape or texture, and we leverage
that information to guide abstraction of the specific features.

For every sampled view during optimization, we project
the keypoints to the same views and identify their positions
in the corresponding renders. Once we have the keypoint
locations in the rendered image, we construct a weight map
at the same resolution as the image based on a Gaussian
dropoff from the keypoint center. Specifically, we construct
the weight image Iweight such that

Iweight(x, y) = 1 +
∑
p

e
−||(x,y)−p||2

2σ2 (3)

where x, y ∈ [0, 1] index the normalized image pixels, and
p ∈ [0, 1] is the keypoint projected to normalized coordi-
nates. We add 1 to the weights so that regions far from
the keypoints still contribute to the loss. We use these con-
structed weight maps to weight our semantic loss Eq. (2)
for each render, such that each L2 term in the intermedi-
ate layer losses ||CLIPl(Icurve) − CLIPl(Itarget)||22 becomes
||Iweight ·(CLIPl(Icurve)−CLIPl(Itarget))||22. The weight map
is downsampled to match the resolution of each intermedi-
ate feature map. We visualize this process in Fig. 4.

We maintain a z-buffer for the shape renders, such that if
a keypoint’s projected depth is higher than the shape depth,
then the keypoint is occluded by the surface from that view
and does not contribute to the weight image. This prevents
keypoints from being attributed to incorrect surface regions.

To provide additional structural constraints, we include
an LPIPS loss term [68]. LPIPS is a popular perceptual loss
function which is known to be sensitive to geometric layouts
[7]. The final localized keypoint loss becomes:

Llocal = λfcĪweightdist(CLIP(Icurve),CLIP(Itarget)) (4)

+
∑
l=3,4

||Iweight · (CLIPl(Icurve)− CLIPl(Itarget))||22

+ λlpipsLPIPS(Icurve, Itarget)

where Īweight indicates the mean-pooled weights.
A natural question is how sensitive this loss is to poor

keypoint selection. We show an example optimization using
our localization loss with randomly distributed keypoints in
Fig. 18 the supplemental, and show the result is not much
different than optimizing without any keypoints (Lsemantic).
We also ablate on Llocal when keypoints identify salient fea-
tures in Fig. 17, and show the localization weighting is
critical for abstracting fine-grained features. This demon-
strates that Llocal is a strict improvement over Lsemantic in
cases where the keypoints are meaningful, and otherwise
produces robust results on par with Lsemantic.

On top of the localized keypoint loss, we include SDF
and view regularization losses to ensure the stroke abstrac-
tion is represented in all possible views.

SDF Regularization. To encourage adherence of the
curves to the target shape geometry, we use a loss based



on the shape’s Signed Distance Field (SDF). We fit an MLP
Φ on the shape’s SDF (Unsigned Distance Field in the case
of shapes with boundaries) to obtain a neural SDF. During
stroke optimization, we densely sample each 3D curve and
query their SDF values using the neural SDF, penalizing
values outside of the zero level set:

LSDF =
1

n · k

n∑
i=1

s∑
k=1

|ϕ(Bi(tk)| (5)

where tk ∈ [0, 1] are random samples along the Bézier
curve for s total samples. This loss helps to anchor ab-
stracted features to the surface implied by the curve set.

View Regularization. We further regularize the abstrac-
tion by enforcing that all curves are visible from all sampled
viewing angles. This forces all curves to participate in the
shape abstraction from every angle, which is necessary for
a proper 3D abstraction. With P indicating the perspective
projection of the Bézier curve control keypoints, we have:

Lndc =

n∑
i=1

2∑
j=1

ReLU(P(Bi)j − 1) + ReLU(−P(Bi)j),

(6)

where ReLU is a Rectified Linear Unit.

3.3. Two-Stage Optimization
In our experiments we find that different CLIP architectures
and layer combinations are sensitive to geometry or seman-
tic shape features. To exploit this, we construct a two-stage
training pipeline, in which the first stage is optimizes for
the shape geometry and the second stage abstracts the shape
texture, where each stage leverages different CLIP architec-
tures and semantic losses.

Keypoint Initialization. When keypoints are not in-
cluded in the input, we automatically identify keypoints of
interest on the shape’s surface using the 2D to 3D feature
back-projection method introduced in Backto3D [64] with
KMeans clustering [35]. See supplemental for more details.

Geometry Abstraction. During stage I optimization, the
Bézier curves are initialized using furthest point sampling,
with the control points drawn from small Gaussians around
each sampled point. These curves are optimized towards the
shape geometry with a combination of our original (non-
localized) semantic (2), SDF (5), and NDC (6) losses, su-
pervised with Freestyle renders (see supplemental) I free

target of
the target shape. The stage I loss is:

LI =Lsemantic(Icurve, I
free
target) + 0.1 · LSDF + Lndc({Bi}).

Texture Abstraction. In our second stage, we freeze the
set of geometry curves optimized in the first stage and ini-
tialize a new set of curves in the same way as the first stage,
using furthest distance sampling. These curves are then op-
timized to represent the semantic texture of the shape us-
ing our localized keypoint loss (4), SDF (5), and NDC (6)
losses, supervised with surface (potentially textured) ren-
ders of the shape Isurface

target . The stage II loss is:

LII =Llocal(Icurve, I
surface
target ) + LSDF + Lndc({Bi}).

We use CLIP architectures RN101 and RN50x16 for
Lsemantic and Llocal, respectively. We’ve found empirically
that RN101 tends to be more sensitive to geometric struc-
tures, whereas RN50x16 is more sensitive to higher-level
visual concepts.

4. Experiments
We evaluate WIR3D across a wide variety of shapes and
demonstrate multi-view fidelity and abstraction control in
Sec. 4.1. We compare WIR3D quantitatively and qualita-
tively to relevant baselines in Sec. 4.2. Finally, Sec. 4.4
showcases the interactive feature control and shape defor-
mation applications enabled by our method.

The shapes in our experiments are aggregated from
COSEG [58], the Meta Digital Twin Catalog [40], and
Keenan Crane’s 3D model repository [9]. WIR3D is robust
to meshes with varying topology, complexity and quality.

For all experiments, we randomly sample views span-
ning 0 to 30 degrees elevation and 0 to 360 degrees azimuth.

4.1. Qualitative Results
Shape Abstractions. Fig. 5 shows 3D stroke abstrac-
tions generated by WIR3D for textured shapes.WIR3D
also successfully abstracts textures and captures structured
patterns, such as watermelon seeds (Row 1) and spots
(Rows 5/6 Spot/Bob), as well as facial features (Rows 5/7
Spot/Nefertiti). We also show results on untextured shapes
in Fig. 13 in the supplemental. Our method can represent
complex geometries, such as the spiral column band (Row
6), the parallel rows of spines on the stegosaurus (Row 5).

Abstraction Control. Our method automatically adapts
the level of abstraction based on the number of strokes be-
ing optimized. Fig. 7 shows that adding more strokes adds
progressvely more detail to the abstraction, and our method
produces high quality abstractions across all levels.

Multi-View Fidelity. Because our curves are defined in
3D, our abstraction is view-consistent by construction.
However, this does not guarantee the curves plausibly rep-
resent the shape from arbitrary views. Fig. 14 in the supple-
mental shows that our abstraction faithfully represents the
shape for densely sampled views in a 360 range.



Figure 5. Qualitative results for textured objects. We show
WIR3D’s the result on a collection of textured meshes.

4.2. Baseline Comparisons
The baselines against which we compare are NEF [67] and
3Doodle [7]. For both methods, we use the publicly avail-
able repositories published by the respective authors. We
standardize the sampled views during optimization, and use
the default hyperparameters otherwise. 3Doodle originally
initializes its curves using SFM, but given the method’s sen-
sitivity to poor initialization, we standardize initialization to
the same furthest point samples as our method, and find that
they perform better than SFM.

NEF often struggles to fit reasonable point clouds, which
results in meaningless curves. We show qualitative compar-
ison to NEF in the supplementary, where we train NEF on
a set of viewpoints optimized for the method.

Qualitative Comparison. We show qualitative compar-
isons with the 3Doodle baseline for both untextured and
textured shapes in Fig. 6. Our method consistently captures
the global geometry, whereas 3Doodle struggles in a low
signal context such as untextured shapes (missing back left
chair leg, flattened bird geometry). Furthermore, 3Doodle
is consistently insensitive to facial structures, whereas our
localized weighting ensures that we abstract them (rows 2,
6). Similarly, we are able to represent fine-grained texture
structures as high-level visual motifs, such as the dragon
scales (row 3).

Figure 6. Qualitative comparison. We compare a subset of our
textured and untextured results against 3Doodle. 3Doodle pro-
duces reasonable abstractions that capture the overall structure but
lack precision when it comes to the feature details and specific ge-
ometric structures.

Quantitative Comparison. We assess the quality of the
stroke abstractions using three perceptual metrics and one
geometric metric, reported in Tab. 1. The first two, LPIPS
[68] and CLIPimg [61], are the same metrics reported by
3Doodle. Our method outperforms 3Doodle on both met-
rics, though numerically our CLIPimg is not much higher.
We note that CLIP has been shown to be insensitive to large
visual differences, as systematized in [56, 63]. We further
illustrate this point in Fig. 12 (supplemental), where we
show that a randomly oriented cow outline obtains a sim-
ilar CLIPimg score as the edge map [3] of the ground-truth
render. Thus, the numerical difference in CLIPimg is an un-
reliable indicator of the difference in visual quality.

This motivates our user perceptual study (N = 96),
which takes all the results from our dataset and compares
our Wir3D optimized strokes against the 3Doodle opti-
mized strokes. Specifically, we display rotating gifs of both
results side by side, along with a rotating gif of the target
shape, and ask users to rank the 3D strokes based on how
well they represent the target shape. We collected responses
from 96 users and compute the frequency our method is
ranked higher than 3Doodle. Our curves are ranked as bet-



Figure 7. Abstraction control. The level of abstraction is implic-
itly controlled by the number of curves. As the curve count grows,
the abstraction captures more fine details.

ter shape abstractions 88% of the time. Screenshots from
the study are shown in the supplemental.

Our final metric, “Coverage”, is a geometric metric that
quantifies how well the stroke abstractions cover the orig-
inal surface. We aim to abstract an input 3D model, so fi-
delity to the input geometry is key to abstraction quality.
We measure coverage by sampling 100k points over the in-
put surface and computing the 1-direction Chamfer distance
from the surface points to the optimized strokes. This metric
evaluates whether each point on the surface has a curve rea-
sonably close to it. Adequate coverage of a shape’s geom-
etry is important for downstream applications which make
use of the surface correspondence, such as the deformation
application shown in Fig. 8. Our method significantly out-
performs the baselines in terms of coverage, with a >2x re-
duction in coverage distance relative to 3Doodle, and >4x
reduction relative to NEF.

Method LPIPS (↓) CLIPimg (↑) User Rank (↑) Coverage (↓)

NEF 0.313 0.86 - 0.056
3Doodle 0.246 0.900 0.12 0.020
WIR3D (Ours) 0.227 0.909 0.88 0.008

Table 1. We compare between WIR3D, 3Doodle [7], and NEF
[67] through 3 perceptual metrics computed over novel views of
the curves and the target shape. “LPIPS” measures the average
LPIPS similarity score using AlexNet. “CLIPimg” measures the
average cosine similarity scaled between (0,1) using the ViT/B-32
model. “User Rank” measures the percentage of user responses
that prefer one method over the other (N = 96). We also compute
a geometric metric “Coverage”, which measures the 1-direction
Chamfer distance between the curves and the target 3D surface.

4.3. Ablations
We perform a thorough ablation study demonstrating the
importance of our design choices in WIR3D. Figures for

each ablation are shown in the supplemental. We report the
ablation metrics in Tab. 2. Removing the CLIP intermedi-
ate layers from our supervision results in the highest reduc-
tion in quality, followed by removing the stage 1 training.
Removing the localized keypoint loss also results in some
reduction in the metrics, but as discussed in Sec. 4.2, per-
ceptual metrics may not be sensitive to the fine visual detail
this loss is designed to capture. Removing the SDF loss
results in worse geometric coverage, as expected.

Stage 1. Stage 1 training ensures the full geometry is rep-
resented from every view. Removing this stage results in
the optimization biasing towards certain views and creating
an overall “flattened” effect of the geometry (Fig. 15).

No intermediate CLIP layers. As established in [59],
the intermediate CLIP layers are essential for capturing
the geometric structure of the target. Optimizing on only
the fully-connected CLIP output results in abstractions that
have some semantic correspondence with the target but the
specific geometric features are noisy (Fig. 16).

Localized keypoint loss. As discussed in Sec. 3.2, our
method without keypoints produces reasonable abstraction
but lacks fine-grained detail (Fig. 17). We also show in
Fig. 18 that initialization with random keypoints is no worse
than running our method without keypoints. Hence, we are
robust to poor keypoint choice.

SDF loss. Our SDF loss prevents semantic features from
pulling off the surface implied by the geometry curves. It
also prevents occasional small floaters (Fig. 19).

Method LPIPS (↓) CLIPimg (↑) Coverage (↓)

WIR3D 0.227 0.909 0.008
No SDF 0.229 0.904 0.012
No Local 0.233 0.905 0.009
w/o Stage 1 0.248 0.900 0.016
No CLIP Layers 0.294 0.891 0.012

Table 2. Ablation Quantitative Metrics. “WIR3D” is our full
method. “w/o Stage 1” is the Stage 1 ablation. “No CLIP layers”
is the ablation on CLIP intermediate layer activations. “No SDF”
is the ablation on the SDF loss. “No Local” is the ablation on the
localized keypoint loss.

4.4. Applications
We demonstrate two applications enabled by our 3D curve
representation. The first is user-interactive feature control.
Our localized weighting framework allows for user control
over which features are represented in the abstraction. After



Figure 8. Deformation application. The curve abstractions make for intuitive control handles for shape deformation. The curves wrap
salient features such that deformations are transferred smoothly through a simple L2 distance skinning procedure.

Figure 9. Keypoint control. Our spatial weighting framework
enables user-interactive detail refinement.

optimization, the user can further refine the curves by se-
lecting additional keypoints, and new curves can be quickly
optimized to add detail to the feature of interest. We demon-
strate this refinement procedure in Fig. 9, where keypoints
can be used to make specific structures more explicit (e.g.
wheels on the plane) or to add texture detail (e.g. nefertiti
headband). The refinement is rapid, and is completed in a
few hundred iterations, or around a minute.

The curves’ adherence to the input geometry makes them
intuitive deformation handles. We show in Fig. 8 exam-
ples of interactive deformation using the curves, where Eu-
clidean distance-based skinning weights are used to map de-

formations from the curves to the shape surface. The curves
naturally wrap salient features so that the deformations are
smoothly transferred, and relevant parts are easily manipu-
lated. More detail and videos are in the supplemental.

5. Conclusion
WIR3D is a method for 3D model abstraction into sparse
strokes, parameterized as cubic Bézier curves in 3D. We in-
troduce a novel localized keypoint loss, which allows the
abstractions to represent fine-grained geometry and texture
details. This localized weighting framework enables user
control over the local abstraction detail through interactive
keypoint selection and detail refinement. Our method is ro-
bust across models of arbitrary topology and quality. We en-
courage the 3D curves to maintain close correspondence to
the original surface, which can enable intuitive shape edit-
ing applications such as curve-based deformation.

Limitations. The quality of WIR3D is primarily lim-
ited by the quality of the detected/input keypoints. In cases
where the keypoints are located in non-semantic regions,
our abstraction will perform on par with the result without
localized weighting. Another limitation is the preprocessing
required for our method. Fitting a neural SDF, running our
automatic keypoint algorithm, and generating the freestyle
renders may take a lot of time depending on the complex-
ity of the input model. For instance, the total preprocess-
ing time for our Nefertiti model (100,000 faces) is around 2
hours. Future work could look into making this preprocess-
ing more efficient or removing it entirely, and producing
better algorithms for semantic keypoint detection.
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WIR3D: Visually-Informed and Geometry-Aware 3D Shape Abstraction

Supplementary Material

A. Data Preprocessing

We leverage the input surface not just in our SDF regulariza-
tion, but also in generating supervision data specialized for
our task. Specifically, we generate stylized Freestyle ren-
ders which isolate the key geometric features of a shape for
our stage I optimization. In the case where a user does not
supply keypoints, we leverage the priors of 2D foundation
models to automatically detect keypoints which correspond
to salient shape features.

Freestyle Rendering Standard opaque surface renders
are not ideal for our curve representation, which are non-
occlusive by construction. Optimizing with these surface
renders can result in under-detailed abstractions or particu-
lar Janusing artifacts [52], where curves positioned on the
opposite side of the viewed surface end up being optimized
for the wrong side. Furthermore, when the shape is untex-
tured, surface renders may be poor at exhibiting key geo-
metric structures.

To resolve this, we render the shapes in a stylized fash-
ion to allow for each view to isolate the shape geometric
structure and take into account the occluded shape features.
Specifically, we render the shapes using the Freestyle ren-
dering engine [11] in Blender and render the shape in terms
of its view-dependent contours, without accounting for oc-
clusions. These Freestyle renders are purely based on the
shape geometry and do not take into account any textures.
Thus, these renders are appropriate for the first stage of our
optimization (Sec. 3.3) where we focus on capturing the
shape geometry.

Keypoint Detection. When keypoints are not included in
the input, we automatically identify keypoints of interest on
the shape’s surface using the 3D feature extraction method
developed in Backto3D [64]. This method back-projects
2D image features to a 3D shape using a simple averaging
scheme. Our assumption, following Backto3D, is that these
backprojected features contain meaningful information of
the shape’s salient visual features, and thus can be leveraged
for identifying keypoints relevant to those features.

Specifically, we render views of the 3D model and en-
code them using CLIP RN50x16, back-project the pixel-
level latent features to shape vertices, and average the fea-
tures among duplicate vertices captured in different views.

Once we have 3D features on the shape, we apply
KMeans clustering over these features [35] and obtain k la-
tent clusters, where k is the number of keypoints we wish

Figure 10. NEF qualitative comparison. We show NEF results
on the same models we compare to 3Doodle in the main paper.
NEF is specialized for simple manufactured CAD shapes, so it
struggles to fit edges to more complex surfaces. This limitation
was similarly observed in 3Doodle.

to obtain. We interpret these clusters as aggregating sur-
face points with similar visual content. We identify the
vertex whose features are closest to the cluster centers as
keypoints, since these vertices are most likely to represent
the key visual feature associated with the cluster. We make
k the number of curves we initialize in stage 2 of our op-
timization, though this number can be adjusted depending
the number of salient elements on the shape.

B. Neural Edge Field Comparison
We show a qualitative comparison to NEF in Fig. 10, using
the same models we show in the main paper for 3Doodle,
except for the models which NEF fails to produce meaning-
ful point clouds for. Though NEF can capture the rough
silhouette of the target shape, the method is specialized
for simple manufactured surfaces with sharp corners, so it
struggles to place curves meaningfully on more complex
surfaces. This results in a messier and harder-to-identify
abstraction.



Figure 11. Freestyle render ablation. Running our method with-
out freestyle renders still produces a reasonable abstraction, but
key geometric features, such as the wheels of the car, may be
missed due to the lack of visual content from the surface renders.

Figure 12. Perceptual metrics reliability. We show the unreli-
ability of CLIPimg in evaluating semantic similarity of curve ab-
straction to a target. We show for a given view, our stroke abstrac-
tion, 3Doodle’s, the edge map for the view extracted using Canny
edge detection [3], and a random image of a cow stencil obtained
from Google. Note that though the Canny edge map captures the
entire geometric structure and textures of the shape, its CLIPimg

score is shockingly lower than that of the stencil image. The vast
difference in the two images also demonstrates how small differ-
ences in score can indicate major differences in quality.

C. Perceptual Metric Details.
The LPIPS metric is based on an AlexNet architecture
trained for image classification fine-tuned with a linear layer
on an annotated perceptual similarity dataset. Notably, we
use the VGG variant of LPIPS for optimization, which is a
commonly performed split between optimization and eval-
uation, and is similarly done in 3Doodle.

CLIPimg is computed by encoding both the stroke ren-
ders and shape renders through a CLIP ViT/B-32 model,
computing the cosine similarity, and scaling the score to [0-
1]. Note that we only use the ResNet variants of CLIP for
our optimization.

D. Ablations
Freestyle renders. We ablate on Freestyle render super-
vision in Fig. 11, instead running our method using opaque
surface renders. The resulting abstraction is reasonable, but
misses important geometric feature detail in the wheels and
side mirrors of the car.

SDF loss. We ablate on the SDF loss in Fig. 19. The SDF
loss prevents texture features from floating off the surface

Figure 13. Qualitative results for untextured shapes. We show
the result of our method on a collection of untextured meshes. Our
method is effective and robust on a wide collection of different
geometries.

implied by the rest of the strokes, such as the spots on Bob
circled in red.

Random Keypoints Ablation. We ablate on the keypoint
selection by running our method with the localized keypoint
loss weighted by random keypoints sampled from the sur-
face and compare the results to our method run without key-
point weighting (unweighted semantic loss). The results are
in Fig. 18. Note that the quality of our method with ran-
dom keypoints is the same as running our method with no
keypoints, demonstrating our robustness to non-meaningful
keypoints. Our localized keypoint loss is strictly better than
the unweighted semantic loss when the keypoints are mean-
ingful, and on par otherwise.

E. Additional Applications

Detail Refinement. We show an additional example of
keypoint-based abstraction refinement in Fig. 20. For our
refinement application, we freeze the existing curve set and
optimize 6 new curves randomly initialized in a local Gaus-
sian around each keypoint. We use the same losses as the
main method and only sample views where the keypoints
are visible, and optimize for 300 iterations.



Figure 14. Multi-view fidelity. WIR3D adheres to the abstracted object in a 3D-consistent manner such that its properties can be perceived
from every viewing angle.

Curve-Based Shape Deformation. Our deformation ap-
plication exploits the close correspondence between the op-
timized curves and key visual features on the input surface,
thanks to the SDF and keypoint localization losses. We de-

Figure 15. Stage 1 ablation. Stage 1 optimization is essential
for capturing the full extent of the input geometry. Without it, the
optimization tends to bias towards certain views, while the overall
abstraction experiences a “flattening” effect.

Figure 16. CLIP layers ablation. Supervising with the intermedi-
ate activations of CLIP is critical for maintaining coherent geom-
etry. Using only the fully-connected CLIP output results in rough
semantic abstraction, but the input shape geometric features are
not well-preserved.

velop a simple skinning system for the surface where each
vertex is assigned a set of skinning weights to points sam-
pled on all the curves in the scene. These skinning weights
are based on the L2 distance between each vertex and sam-
pled point, and a softmax is applied to ensure they sum to
1. Transformations to each curve can then be automatically
mapped to the surface through these skinning weights, and
the procedure can be performed at interactive speeds. We
implement this deformation system as a proof-of-concept
script, and show videos of the working system in the supple-
mental material, with screenshots displayed in Fig. 8. Note
that no smoothing postprocesses are applied to the mapped
transformations, and the smoothness of the deformations

Figure 17. Localized keypoint ablation. We show the influence
of our localized weighting framework when keypoints pinpoint se-
mantically meaningful features. The result without keypoints is
reasonable, but the face texture details are only captured with the
introduction of keypoints for spatial weighting.



Figure 18. Random keypoints ablation. We compare our method
with randomly sampled keypoints to our method with no keypoints
(unweighted semantic loss). Note that the result with random key-
points is of similar quality to our method without keypoints, which
demonstrates that our method is robust to non-meaningful key-
points.

Figure 19. SDF ablation. The SDF loss helps to ensure abstracted
visual features will stay anchored to the surface implied by the
strokes. Without it, some features may hover outside the surface,
such as the smaller spots on Bob.

Figure 20. Texture keypoint control. We expand on the keypoint
control example shown in the main paper with a textured example.
We show how by selecting keypoints on the texture on the plane,
we are able to refine the abstraction by incorporating those texture
elements.

Figure 21. Additional textured results. We show additional tex-
tured results from the Meta DTC dataset [40].

are a result of the effectiveness of the curves in interpolating
the quantities along the surface.

F. Additional Abstraction Results
Texture Abstractions. Additional results on textured
shapes are shown in Fig. 21. Our method is robust to
many different types of models ranging from manufactured
shapes with sharp edges to organic shapes with complex
curvature.

Scene Abstraction. We show an example of our method
run on a large scene in Fig. 22. Our method is able to re-
produce the global scene layout, and successfully abstracts
objects at different scales in the scene (e.g. house, trees,
animals).

G. Optimization Details.
For both stages, we optimize for 20000 iterations, sample
1 view per iteration, and use an ADAM optimizer with a
learning rate of 1e-3. For CLIP supervision we sample 4
augmentations per view. In stage 1 of the optimization, we
use the RN101 CLIP architecture, with λfc = 0.1. In stage
2, we use the RN50x16 architecture, λlpips = 0.1, λfc = 75,
and σ = 0.1.



Figure 22. Scene abstraction. Our method extends to scene abstraction. Note how our method reproduces the global scene layout and
captures all the objects in the scene despite the large scale differences.

H. User Study Screenshots
We show screenshots from our user study in Fig. 23. The
question order and the order of Wir3D versus 3Doodle as-
signment to “Sketch1/Sketch2” are randomized for each re-
spondent. All results shown are rotating gifs, so that users
can evaluate based on the full 360 views of the abstraction.
At the beginning of the study, we present three examples of
abstractions of different quality and explain the factors that
determine their quality, so that users can make more precise
judgments in their visual evaluation.



Figure 23. Perceptual Study Screenshots. Screenshots from our perceptual study. The question order and the order of Wir3D versus
3Doodle assignment to “Sketch1/Sketch2” are randomized for each respondent.



Figure 24. Comprehensive Localized Keypoint Loss. We show a comprehensive visualization of the localized keypoint loss.
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